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Executive Summary 

It is estimated there are over 35,000 deer-vehicle collisions (DVCs) yearly in the U.S., which 
results in about 200 deaths and close to 4,000 property damages of $1,000 or more. These 
shocking statistics justify the many attempts that have been tried to detect deer on roads to avoid 
such accidents.  

The approaches to reduce such accidents can be categorized into either passive or active 
methods. The passive method, which has been proven either impractical or inefficient, is to keep 
deer off the road by means such as electrical mats or fences, while the active approach is to alert 
drivers to the existence of deer near the roadside. Existing active approaches for deer detection 
can be further grouped into ‘break-the-beam’ method (BTB) and ‘area-cover’ method. The key 
component in the BTB method is a beam that is formed by infrared light. The blockage of the 
beam means there is an animal crossing the road, which results in the issuance of a warning 
signal.  BTB methods have the following drawbacks: (1) An object exiting from the road to 
roadside can also activate the warning system, (2) Any other objects that are big enough to block 
the beam can activate the warning system, (3) It cannot detect the existence of roadside deer, 
which may jump onto the roadway later.  In an area-cover system, a camera, radar or an 
ultrasound system is used to detect the presence of deer. Like with BTB, once an object, such as 
a deer, is detected, a warning signal will be issued.  

In this research, thermal imaging method is used to detect the presence of big animals, such as 
deer. The main assumption in this research is that a deer’s body temperature is higher than its 
surroundings such that it can be distinguished from its environment. Thermal cameras have the 
capability to display the temperature difference into a grey scale image. By analyzing the images 
from a thermal camera, deer can be identified.  

A prototype has been built to realize the thermal image acquisition and processing and motion 
control. The system consists of an infrared-thermal-image grabbing and processing system and a 
motion control system to track the objects. By analyzing the infrared thermal images, the 
presence of deer in surrounding areas has been identified. In the motion control system, to 
enlarge the view range, two motors have been used to realize the yaw and pitch motion of the 
camera. A control algorithm has been developed to control the motion of the two motors. After 
an object is identified, the control algorithm has the capability not only to move the camera 
up/down and left/right, but also to point to the object. Thus the object can be tracked. Since the 
infrared (IR) thermal imaging is independent of visible light, the system can work both day and 
night, even in bad weather. The system can cover a circle area with up to 1,000 feet in radius for 
the identification of an object the size of an adult human being. Due to its tracking function, it 
can indicate whether there is an immediate threat to the vehicle.  

Further pattern recognition algorithm will be developed to make the identification more efficient. 
After that, the system will be installed on roadsides to evaluate its applicability. 
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Chapter 1: Introduction 

Four-percent of the 0.9 million motor-vehicle collisions annually involved an animal in the 
roadway [1].  Each year about 200 human deaths occur as a result of these accidents. 
Approximately half (54.4%) of these collisions involved a direct collision with animals, and the 
remainder (44.8%) resulted from the driver trying to avoid hitting animals [1]. Although deer top 
the list as the most common animal-related collision (ARC), they are not the only ones.  In 
Maine and New Hampshire, there were more than 500 moose collisions in 1991 [2]. Other 
animals include the two types of Kudu, a type of antelope, Eastern Cape, etc [3]. In this research, 
the method to detect deer is investigated as well as the possibility of detecting other kinds of big 
animals such as Kudus and antelopes. 

There are several methods of deer detection and deterrence that have been researched and tested, 
both roadside as well as on-vehicle. In the following, the research results for both roadside and 
on-vehicle technologies are reviewed. 

1.1 Roadside Technologies 

The roadside technologies include the methods to either deter or detect the deer to avoid 
collisions. The deterrence roadside technologies have been researched to attempt to dissuade the 
deer from approaching traffic to begin with. Although this idea is good, it has been proven to be 
a difficult challenge. Some of these technologies include roadside reflectors [4], animal reflectors 
[2], natural habitat prevention (predator scent [5], removal of roadside vegetation [6]) and 
electronic mats [7]. In addition to being difficult to implement, most proved ineffective. 

Rather than attempting to dissuade the deer, it may be more effective to detect the deer and alert 
the drivers. There are a few roadside technologies that are being developed including flashing 
signs that are triggered to alert the driver when a deer is detected in the vicinity. Deer crosswalks 
[8] have been made that funnel the deer across one part of the road, marked so as to alert the 
drive of the possibility of the presence of deer. Underpasses and overpasses [9] have also been 
tried, although they are expensive. 

1.2 On-Vehicle Technologies 

With an estimated eight and a half million miles of lane roadway in the United States, installing 
the roadside technologies adequately would require the development of infrastructure. It is more 
feasible to develop a less expensive system and install them on the traveling vehicles themselves. 
The on-vehicle technologies also include the methods to either deter or detect the deer to avoid 
collisions. The first category of on-vehicle technology is deterrence. On-vehicle deterrence 
technologies include whistles [10] and TH - High Intensity Discharge lighting systems [11]. 
However, neither the audible nor visible methods of deterrence proved effective in any studies.  

The second category of on-vehicle technology is detection. Possibly the best methods of DVC 
avoidance can be found in on-vehicle detection technologies. Several forms of these technologies 
are already in existence, including forward-collision sensors [12], ultrasonic sensors [13], and 



2 

thermal cameras [14]-[15] that give the driver a thermal image of the road ahead. These detection 
technologies can improve the driver’s awareness of the road in front of the vehicle. 
Unfortunately, the existing technologies only detect deer down the road and not to the sides from 
where deer can bolt from. 

It is possible, however to develop a thermal detection system [16] that not only can detect deer at 
wider angles, but also track the deer and determine its speed, direction, and whether it is an 
immediate threat to the vehicle. On this aspect will be the focus of this research. 

In the following, the method and the equipment to realize the detection using thermal images are 
discussed in Chapter 2. The control system and tracking realization are explained in Chapter 3. 
The obtained deer images processing results are shown in Chapter 4. The conclusions are then 
drawn in Chapter 5 which is followed by the future work of this research.   
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Chapter 2: Method and Equipment 

This research will show the work about using infrared thermal imaging method with tracking 
functions to detect the presence of big animals, mainly deer, in the environment. The study will 
focus not only on incorporating the image acquisition with deer detection, but determining the 
effectiveness of the camera itself along with the performance of the motors and motion 
controller. The system is shown in Figure 1. It consists of an image grabbing and processing 
system connected to a thermal camera. The camera’s direction of view will be driven by two 
stepper motors with motion control system to realize two degrees of freedom of motion, i.e. the 
lateral and vertical rotation of the camera’s view.  

 

Figure 1 - System integration 

The main component in the system is an infrared thermal cameral. As shown in Figure 1, the 
camera connects to the frame grabber through BNC connector. The frame grabber connects to 
the computer through USB. Two motors are used which connect to the computer via a motion 
controller card through a serial port. Both the camera and the motors need power supplied.   

 

2.1 Camera 

The infrared technology used for this research was the Thermal-Eye™ TSCss-FF camera [17]. 
This camera is specifically designed as a security camera, intended for non-horizon exposure, 
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looking downward from the intended mounted situation. The camera has a 17.5° field of view 
which is adequate for this application due to the motion generated by the motors on both road-
side and on-vehicle applications. 

 

Figure 2 - Thermal Eye TSCss-FF 

2.2 Camera Mount 

The camera required a mount that incorporates the two stepper motors in a way that they can 
drive the camera with two degrees of freedom (lateral and vertical rotation of the camera’s view). 
The mount was designed using a ¼”-thick aluminum square tubing as shown in Figure 3 and the 
camera- motor assembly is shown in Figure 4.  

 

Figure 3 - Camera mount design 

 

Figure 4 - Mount assembly 
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2.3 Power Sources 

DC power supplies were needed for both the camera and step motor controller. The camera could 
use either AC or DC power supply. For the DC power supply, between 9 and 30V was needed. 
Exceeding this however, could damage the system. For the step motor controller, 8-35V of DC 
power was needed. It was determined that running both DC power sources at 24V was adequate 
for both the camera and step motor controller. 

2.4 Motors 

Two stepper motors from IMTT (Figure 5) [18] were use to drive the camera to realize the two 
degrees of freedom of motion. Two parameters need to be considered for the selection of the 
motors: torque and accuracy.  

 

Figure 5 - Motor controller 

For the required torque, the following method is applied. First, according to the mass distribution 
of the camera provided by the manufacture and the location where the gimbal connects to 
camera, the rotational inertia matrix is calculated. Second, based on the application circumstance 
of the camera, the trapezoid moving trajectory is designed with the maximum rotation angle at 
180 degree. Thus the angular velocity and angular acceleration of the motion can be figured out. 
Next, the torque needed to drive the camera to realize the desired motion can be calculated as M 
= Iα, where M is the torque provided by the motors and I is the inertia and α is the angular 
acceleration. Finally, according to the motor specification provided by ITMM and given a safety 
coefficient as 1.4, the motors which can generate 1.4M can be selected. However, there is 
another factor need to consider: for a stepper motor control, the actual torque is realized by 
multiplying the motor current with a user defined constant, or τ = kA, where τ is the torque, k is a 
user-defined constant (1 > k ≥ 0) and A is the motor coil current. In our application k = 0.6 is 
selected for the best performance of the motor. Then the actual torque used to select a motor is 
1.4M/k.  

The next issue is the accuracy problem since a stepper motor is a digital device, which means 
that motor shaft rotation is not continuous, but instead is step by step. The minimum moving 
angle of the motor shaft is one step. On the market, the motors can only be found with resolution 
at 0.9° and resolution at 1.8°. To our image based control problem, we need to know how many 
pixels will be equivalent to one step. To take a better look at how these steps translate to the 
displacement of the camera’s image, the correlation between motor steps and image pixel 
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displacement was determined. The step/pixel ratio was experimentally obtained by rotating the 
motor variable step values, and finding the pixel displacement of an object on the image 
generated in MATLAB. For a motor with 1.8° resolution, with an image resolution of 640x480 
pixels, the average ratio was 0.232 steps/pixel, or 4.30 pixels/step. In other words, if the camera 
moves 1 step left, an object centered on the image will move about 4.30 pixels to the right of the 
center. However, better resolution can be obtained by using the controller software. Most of the 
stepper motor controller can realize whole step, half step, quarter step and 1/16 step. If the 
quarter step are used, the minimum step angle is 1.8°/16 = 0.1125°. Note that this resolution is 
almost equivalent to a brushless motor control with 4000 lines resolution encoder feedback, 
where the resolution is 360°/4000 = 0.09°. Thus with a 1.8° resolution motor and a good stepper 
motor controller, the resolution can be ensured.  

After selecting the motor and the camera, the final mechanical system is designed and shown in 
Figure 6.  

 

Figure 6 - Camera installation 

2.5 Step Motor Controller 

 IMTT’s MV2000USB motor controller (Figure 5) [18] was used to control the two 
stepper motors. The connection between the motors and the controller is shown in Figure 5 also. 
With the command set, various properties of the motor’s performance can be adjusted. Current, 
position, speed and acceleration can all be specified. 

2.6 Frame Grabber 

The frame grabber used to capture the video output from the thermal camera was the Sensoray 
2255 [19] (Figure 7). The card acquires and captures frames from up to four video inputs. Note 
that the card is connected to the camera via a BNC connector and connected to the computer 
through USB. The acquisition speed of the card can reach 30 frames per second in case of a 
JPEG format.  The captured images can be in color or monochrome. Since the camera is in gray 
scale, the monochrome format is used on this application. One of the captured images is shown 
in Figure 8. From the image, it is seen that through the display of different temperature, a human 
positioned in front of camera can be easily identified. Since deer’s body temperature will be 
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different from its surroundings, it can be expected that the images from this camera can be used 
to identify the presence of deer.  

 

Figure 7 - Sensoray 2255 Frame Grabber 

 

Figure 8 - Thermal image 

2.7 Enclosure and Cooling System 

 With the system being made up of several components, an 8.75”x12”x16” NEMA1 
electrical enclosure (Figure 9) was used to contain the bulk of the system and reduce the clutter. 
The enclosure was modified to contain and provide access to the two power sources and motion 
controller. Holes were installed to read displays, access switches, pass wires and cords through, 
and to provide ventilation. The camera mount assembly was fastened to the top lid of the 
enclosure, making these system components all one contained unit. The only part of the system 
separate from this is the computer connected to it (which also contains the Sensoray 2255 frame 
grabber). 
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Figure 9 - Electrical enclosure 

Once the electrical enclosure was obtained, an issue of overheating became apparent. The DC 
power supplies had heat sinks that reached up to 150° F and if enclosed, could overheat the 
components contained in the metal enclosure. The solution to this problem was the installation of 
a 6” cooling fan (Figure 10). To decrease the fan speed, a Skylark® Fan Controller (Figure 11) 
was installed. At the lowest setting, the fan was still moving enough air to adequately cool the 
power supplies. With the fan came a safety concern in which only the outer side of the fan was 
guarded. The fan was exposed inside the enclosure, providing opportunity for a cord or even the 
operator’s appendages to slip into the spinning fan and receive damage or injury. To guard 
against this, welded hardware clothe (essentially chicken wire) was installed in between the fan 
mount and the enclosure (Figure 12). The final system construction is shown in Figure 13. 

 
Figure 10 - Cooling system 

 
Figure 11 - Fan control 

 
Figure 12 - Fan guard 

 
 

Figure 13 - Final system 
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Chapter 3: Motion Control Realization 

The automatic deer detection and tracking is realized based on the continuous image processing 
and motor motion control. There are three main phases that have to occur for the system to 
successfully track a target: image acquisition, image processing, and motion control. Figure 14 
shows the procedure to realize the automatic dear detection and tracking.  

Image acquisition 

Image processing 

Motion control 

 Motion generation 

Pixel to step adjustment 

− 

+ 
Image center 

 Position measurement 
 

Figure 14, Motion control and tracking realization diagram 

The first phase is image acquisition. In this phase, the system continuously grabs frames from the 
video input from the thermal camera. In Figure 15 (a), a grabbed frame of a hot soldering iron on 
a cold desk is shown. 

    

(a) Original image,     (b) Processed image 

Figure 15 - Soldering iron  
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The second phase is image processing where the grabbed frames are analyzed. One of the image 
processing results is shown as follows. In this analysis, the image data is firstly converted into a 
black and white format where only the highest heat signatures are left white. The “center of 
mass” of the white, also called the centroid, on the image is then calculated and plotted according 
to its coordinate in pixels. The converted image of the soldering iron with only the image of the 
hot iron remaining white is shown in Figure 15(b).  

     

(a) Original image,     (b) processed image 

Figure 16 - Soldering iron image after motion control 

The third phase, motion control, takes the results from the image processing step and finds how 
many pixels the target is from the center of the camera. The program then converts these pixels 
values into how many steps and in what direction the motors need to move to center the camera 
on the target. The command with step numbers is then sent to the motion controller via RS232 
serial port. The motion controller will then send the corresponding current wave to the motor to 
generate the suitable motion. Figure 16 shows the camera’s final position with the original image 
(a) and the processed image (b). In the final image, the system’s accuracy results in the iron’s 
centroid being only 3 pixels off of the center of the screen.  

By continuously grabbing frames, processing them, and executing the corrective motions as a 
loop, the camera will follow the target as it moves along the plane of view. 

One major problem that arose was a significant delay between the target’s motion and the 
camera’s execution of the tracking motion. This delay was caused by an “overweight” processing 
method. If the program has to save the images, upload saved images, display each frame, plot 
centroid coordinates, and display calculations or results, these processes all take additional time. 
Added together, this could result in more than a 0.4 second delay. By this time, the target could 
have moved well out of the camera’s view and been lost. Streamlining the program to eliminate 
excess processing steps and time was essential. 
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Chapter 4: Deer Identification Tracking Realization 

When starting the system, the camera will rotate from -180 to 180 to search the presence of 
deer using pattern matching method. Once a deer is identified, the certain method in Section 
Chapter 3: will be activated to track the deer.  

A deer posture database has been built-up for the detection of deer. In this database, some of the 
prominent body parts and postures are expressed in array format. Some of the patterns are shown 
in Figure 17.  

An infrared thermal image with the processing results is shown in Figure 18(a). First the image is 
changed to black and white format and then Canny edge detection method [20] is used to get the 
results in Figure 18 (b). 

 

        

        (a) #1,        (b) #2,   (c)#3   (d) #4        (d) #5 

Figure 17 - Some of the patterns in the deer shape database 

    

(a) Original image     (b) Processed image 

Figure 18 - Deer image and edge detected using Canny method 

The pattern #4 in the database is selected to do the shape recognition. The procedure first rotates 
the pattern 4.9 and scales it by 2.5 times. The matching results are shown in Figure 19. 
According the highest edge (vertical or y value) detected from the original image, the sum of the 
absolute distances x coordinate (horizontal distance) are calculated and averaged by the number 
of the points. A good match result is obtained. So it is identified that there is a deer in the image.   
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Figure 19 - Match of the #4 pattern with the higher part of the object 
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Chapter 5: Conclusion and Future Works 

Deer-vehicle crash is one of the main accidents on rural way driving. To reduce vehicle-deer 
collisions, an automatic deer detection device with tracking function using thermal imaging has 
been developed in this research. The results showed the feasibility of such a method.   

In the future, we will focus on the pattern matching algorithm to make the system capable of 
detecting the presence of deer. 
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